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Cellular automata (CA) corresponding to hamiltonian mappings are proposed. The features of such CA are classified into the linear wave, superposed complex, and ergodic-like. It is shown that most nontrivial symplectic CA show the ergodic behavior. Spatio-temporal patterns, Poincare's recurrence time, spatial entropy and Poincare maps are calculated to confirm the ergodicity for the check of "ergodicity". The variational principle for actions is discussed.

1. Introduction and models

Spatially extended dynamical systems with discrete time and space have recently been investigated extensively. For dissipative systems, coupled map lattices [1,3] and cellular automata (CA) [3,4] are typical models for the spatio-temporal complexity. Although hamiltonian systems with a large number of degrees of freedom should be investigated from the viewpoint of the origin of ergodicity and the foundation of statistical mechanics, the available discrete models are still few [5,6]. In the case of hamiltonian systems, we have to be careful in the model-making, since the mapping must obey the symplectic condition. Let us consider an N-particle hamiltonian system on a one-dimensional lattice with periodic boundary condition. The dynamics of the system is represented by a set of 2N variables \(x(i)\) (displacement) and \(p(i)\) (momentum) with \(i = 1, 2, \ldots, N\). Furthermore we use the discrete time dynamics, as can be widely used in the study of standard mapping by Chirikov and Taylor [5]. Then the model can be written as

\[
x_{n+1}(i) = x_n(i) + p_{n+1}(i),
\]

where \(F'\) is the force term for the \(i\)th particle, which depends on the displacements. \(i\) denotes the lattice site \((i = 1, 2, \ldots, N)\) and the suffix \(n\) is a discrete time. The mapping can be regarded as the Poincare map of some \((N+2)\)-dimensional hamiltonian system on an energy surface as is sometimes seen in the interpretation of the standard mapping [5], or more directly it is derived from the following hamiltonian with a delta-function force at the integer times:

\[
H = \frac{1}{2} \sum_{n} p(i)^2 + V(x(i)) \sum_{n \rightarrow -\infty} \delta(t-n),
\]

with the potential \(V(x)\) such that

\[
F'(x(j)) = -\frac{\partial V(x(j))}{\partial x(j)}.
\]

The existence of the potential is guaranteed by the symplectic condition

\[
\sum dx_{n+1}(i) \times dp_{n+1}(i) = \sum dx_n(i) \times dp_n(i),
\]

which imposes the following restriction on the force term

\[
\frac{\partial F'(x(k))}{\partial x(j)} = \frac{\partial F'(x(k))}{\partial x(i)}.
\]

The numerical studies for the class of models with the above condition have been and will be reported.
elsewhere [7-10]. Here we restrict ourselves to the one-dimensional lattice case with the nearest-neighbor coupling which depends only on the distance of the two sites. Then the symplectic condition is reduced to
\[ F' = K(x(i)) + G(x(i+1) - x(i)) + G(x(i-1) - x(i)) \]
\[ G(x) = \text{odd function.} \]

Next, we discretize the state $x$. For this purpose we impose that $K(x)$ and $G(x)$ take only integer values for $x$. Integer. Then the dynamical variables $x$ and $p$ take only integers by the evolution (1), if we start from the integer initial conditions.

To obtain a CA with a finite number of states, we further impose the following condition: The force terms $K(x)$ and $G(x)$ are periodic functions with the period $q$, where the integer $q$ is the number of the states in CA (let us regard, for example, that $x \equiv \pm 1, 0$, though the extension to arbitrary $q$ is straightforward. Since the transformation $\varphi(1) \rightarrow \varphi(-1)$-3 does not change the dynamics for such system, our system is reduced to a CA with 3 states by the (mod) operation.)

To sum up, the CA we simulate here is given by eqs. (1) with mod 3, and the force term with (4). The functions $G(x)$ and $K(x)$ and $K(x) (z = \pm 1, 0)$ are periodic functions with period 3 and take only the values $\pm 1$ or 0. See fig. 1 for an example of $K(x)$ and the corresponding potential $K(x)$. Initially $x$ and $p$ take the values $-1, 0, 1, 0$.

Note that our CA is exactly governed by the hamiltonian

\[ H = \sum_{i=1}^{\infty} p(i)^2 + \sum_{i=1}^{\infty} (K(x(i)) + L(x(i+1) - x(i))) \]
\[ \times \sum_{i=1}^{\infty} \delta(1-n) ; \]

with
\[ L(x) = -G(x) \partial x \]

and with the initial condition that $x(i)$ and $p(i)$ are $-1, 0, 0$. Here we use the mod operation both for $x$ and $p$. The mod operation for $x$ is automatically satisfied by the condition for $G(x)$ and $K(x)$. The mod operation for $p$ does not make any difference to the dynamics of $x$. In space, it is just a projection onto $\pm 1, 0$ states. For the quantities we study later, the mod operation for $p$ does not make any difference, though for some other quantities such as the kinetic energy $p^2/2$, we should make the simulation without mod operation for $p$.

The reason that we have not shown the results for the simplest case $q=2$ is that the system with $q=2$ always satisfies the superposition condition in a sense shown later and the behavior is essentially similar with the case with $q=3$ and with the superposition condition (see next section).

2. Classification and models

For $q=3$, the rules are classified by four numbers, i.e., $K(0)$, $K(1)$, $K(-1)$ and $G(0)$ (since $G(2) = G(-1) = G(1) = G(0) = 0$). We can fix one of the $K's$, since the transformation $x \equiv z \pm 1 (mod 3)$ changes $K(x) = K(z) \pm 1 (mod 3)$ with $G(x)$ unchanged. Here we fix $K(0) = 0$. Thus, we have 3 rules. Another transformation reduces the number of independent rules, i.e., the transformation $x \rightarrow x$ and $p = -p (mod 3)$. This transformation induces the change $K(0) = K(0)$, $K(1) = K(-1)$, and $G(0) = G(x) (mod 3)$. If the rule satisfies the condition
\[ K(-1) = K(1) = K(0) (mod 3) \]

the dynamics obeys the superposition condition, i.e.,

\[ (1) \text{ Non-coupling } G(1) = 0. \text{ Of course, this case is trivial, since the state of a site is independent of neighbors' sites. In the following we treat only the non-trivial case, i.e., } G(1) \neq 0. \]

\[ (2) \text{ Linear-wave motion } K(0) = K(1) = K(-1) \]
\[ \text{ and } G(1) = 0. \text{ The force term is independent of the } \]
\[ \text{ value of the self-site at the previous step and the coupling interaction is the discretization of the linear force } G(x). \text{ The model can be regarded as the } \]
\[ \text{ discretization of the model } x = \eta \nu x. \text{ The motion is characterized by the linear combination of the wave } \]
\[ \text{ propagation of the region with } x(i) = x(i+1) \text{ (see fig. 2).} \]

\[ (3) \text{ Superposition irregular motion } K(1) = K(-1) = 0 \]
\[ \text{ Here again the rule satisfies the above superposition condition, but the dynamics gives a complicated behavior, in an analogous way to rule } \]
\[ 90 \text{ in the dissipative CA (see ref. [3]). If we start from a single seed initial condition, the space-time pat-} \]
\[ \text{ tern is characterized by the square structures of various sizes (see fig. 3).} \]

\[ (4) \text{ ‘Ergodic-like’ motion (for other rules). The pattern seems to be quite complicated and does not show any specular pattern for most initial conditions (see fig. 4). Since the dynamics of hamiltonian systems with large number of degrees of freedom is expected to show the ergodic behavior, we may term the above behavior as ergodic-like. The confor-} \]
\[ \text{ mation of the ergodicity is the topic of the next section.} \]

3. Quantitative characterization

In order to study the complicated behavior in the non-trivial cases and to check the ergodicity, we have investigated the following quantities for the CA with size $N$.

\[ \text{ Poincare recurrence time } \]

For a reversible CA with a finite size, the state returns to the initial state after some iterations. The time steps necessary for this recurrence may be called Poincare recurrence time (PRT).

The PRT depends on the initial condition and in some case the distribution of PRT may also be important. For class (II), the PRT is given by $3N$ except for...
Fig. 2. Spatio-temporal pattern of the rule $K(1) = K(\tau) = 0$ and $G(1) = 1$: (a) from single seed, (b) from random initial configurations. Size $N = 30$. PRT is 90. In the following, the blank, +, and show the region $x = 0$, $x = 1$, and $x = i$, respectively.

Fig. 3. Spatio-temporal pattern of the rule $K(1) = i$, $K(\tau) = -1$, and $G(1) = 1$ from a single seed. Size $N = 30$. The PRT is 760.

Fig. 4. Spatio-temporal pattern of the rule $K(1) = K(\tau) = 1$ and $G(1) = 1$ from a single seed. Size $N = 30$. At the time step $T = 600$, the recurrence has not yet occurred.

Fig. 5. PRT as a function of size $N$ for the rule $K(1) = 1$, $K(\tau) = -1$, and $G(1) = 1$. The trivial initial condition (e.g., $x(i) = 0$ for all $i$) as is easily shown.

For class (III), the PRT shows a quite complicated behavior with size $N$. Since the superposition is valid, the PRTs for arbitrary states is given from the PRTs for the single seed initial conditions. In fig. 5, the longest PRT as a function of size is plotted. The increase is quite slow and depends on the number-theoretical character of the size $N$, which is analogous to the case in rule 90 in dissipative CA.

For class (IV), the PRT increases exponentially with size. The increase is roughly fitted by $\alpha^N$ (fig. 6), though there can be a difference by the parity of the size $N$ for some rules. The number $\alpha$ scatters around $\sim 5.0-5.0$, which slightly depends on the rule. The PRT distributes rather broadly (see fig. 7).

If the phase space were covered by a few number ($\alpha(N)$) of orbits, the PRT would grow as $9^N$. In the present case, there still exist orbits with the number of $O(\beta^n)$, with $\beta = 9/\alpha$. In this sense, our system does not obey the ergodicity in the narrowest sense that a single orbit covers the whole phase space.

3.2. Local recurrence time

Let us take a small subsystem (size $M$) within a system. If the statistical mechanics is valid for a class (IV) system, the residual system may be regarded as
the heat bath for the region M. Here we study the recurrence time only for the local region M. We calculate the time $t$ necessary for $x(t) = x_0(0)$ and $p(t) = p_0(0)$ for $i = 1, 2, \ldots, M$ for various states, to get the distribution function $F(t)$ of the local recurrence time. As is shown in fig. 3, the distribution function $F(t)$ for the local recurrence time $t$ is fitted by the distribution $F(t) = \exp(-t/T_N)$ where $T_N = 9t^3$ if $N$ is large enough. If the variables $x$ and $p$ can take each of the 3 values $\pm 1, 0$ randomly ($9 = 3^3$), the above distribution is expected. This is the first illustration of the local ergodicity. The residual system acts as a heat bath. If the system size $N$ is not large enough compared with the local system size $M$, the local recurrence time is much smaller. It increases with system size $N$, till it saturates at some size $N$ (which is rather small $\leq 4M$). Thus, the local equilibrium is attained within a smaller time scale $(o(N^2))$ than PRT.

3.3. Entropies [3,4]

We have investigated 3-character entropies for the spatial sequence of $(x, p)$, i.e.,

$$S = \sum P(x_i, p_i, x_{i+1}, p_{i+1}) \log P(x_i, p_i, x_{i+1}, p_{i+1})$$

(6)

or the 3-character entropies for the spatial sequence of $x$ only, i.e.,

$$S_x = \sum P(x_i, x_{i+1}, x_{i+2}) \log P(x_i, x_{i+1}, x_{i+2})$$

(7)

where $P$ and $\frac{dP}{dx}$ are the probabilities of the occurrence of such symbol sequences.

We have made simulations for $s < 6$ for (6) and $s < 9$ for (7), for the rules of classes (I) and (IV). Both the entropies take unity within 1% (we have checked for $N = 200$). Thus, the possible state of the small subsystem (lattice size $s$) has an equal probability (equilibrium). This means that our system satisfies the condition for the statistical mechanics.

3.4. Poincaré plots a la Grassberger [12]

Another method of visualization is the two-dimensional plot for the number of $(X_n, P_n)$, where

$$X_n = \sum x_i(0)^j, \quad P_n = \sum p_i(0)^j$$

(8)

For most irreversible CA with triangle patterns and some reversible CA, the Cantor structure is remarkably seen [12,19]. In class (IV) models in our system, however, we cannot see any structure in the phase space. It seems that the orbits $(X_n, P_n)$ travel any neighborhood of the points in the phase space $(X, P)$ if the system size is large. This feature is another manifestation of the "ergodicity" (fig. 9).

4. Discussion and future problems

In the present Letter we have introduced a simple cellular automaton model, which is a discretization of a symplectic map lattice.

In the hamiltonian system, the variational principal about actions is useful [13]. In our system it is formulated as follows: The orbit $x(i)$ from $x_0(i)$ to $x(j(i))$ is given by the extremum of the action

$$S = \sum_{j=1}^{j(N)} \sum_{i=1}^{j(N)} \left[ (x(i) - x(i-1))^2 - [G(1)]^2 x(i) + U(x(i)) \right]$$

(9)

where $U(x)$ is the potential term corresponding to the force term $K(x)$ (see fig. 1). The variation here is taken over $x(i) = x(i) + \delta x(i)$ with $\delta x(i) = \pm 1$. Thus, the iterations of our CA are the process to choose an extremum state in the two-dimensional spin systems with $q$-states, i.e., the Potts model (see also ref. [14]). Here, however, we have to be careful in the application of (mod $q$), since the potential term increases or decreases without bound and we cannot use the mod operation in the expression of the action. Thus, the state of $x$ cannot be restricted to $q$-states in expression (9).

In quantum mechanics, the phase space is quantized by $h^{Nq}$. In our system, the phase space is also quantized. By introducing the wave-function on our phase space we can simulate a many-body quantal system. The direction of this approach for the system with 1.5 degrees of freedom was originally performed by Hannay and Berry [15], in which case the quantization of Arnold's cat is related with the discrete state two-dimensional mapping, if some arithmetic condition is satisfied. A similar approach is possible to our system, which may give a tractable quantum mechanical model with many degrees of freedom [16]. The path integral formulation based on the above action principle will be useful for this study.

There exist some other CA which can be related with hamiltonian dynamics. One example is the deterministic Ising model by Creutz [17], in which the energy is conserved (in our system it is not defined as is the case in the standard mapping [5]), but the dynamics itself is not governed by a hamiltonian. His model is of interest in connection with the phase transition and ergodicity. We can study the similar problem in a two-dimensional version of our symplectic CA.

In the case of two-variable area-preserving mappings, the discretization of states was performed previously by several authors [15,19]. If we increase the number of states of our model, an extension of these studies to a large number of degrees of freedom. In the case of dissipative coupled map lattices, the relation to CA by this kind of discretization is discussed [18]. The similar studies in the hamiltonian systems will be of use in the future.

Another unresolved question is the difference in the behavior between our symplectic CA and the reversible CA [20]. In the case of the two-state CA, the difference is clear, since we do not have non-trivial symplectic CA. While in the reversible CA with the range 3, we have a lot of nontrivial ones. In the general case, however, we are not sure what restriction is imposed on the global behavior by the symplectic condition.
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\[\text{Fig. 9. Poincaré plots: (1), (2) according to (6) are plotted for (a), (b), (c). The rule is } K(i) = 0, K(i) = 1, \text{ and } G(1) = 1. \text{ Single seed initial condition.}\]
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